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Model establishment and validation of non—similar stereo vision
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Abstract: By introducing the popular equidistant projection theory, a non —similar stereo vision was
explored, and the three —dimensional (3D) location model and depth precision model were established.
The correctness of proposed models was verified through carring out the 3D location experiment with a
115°x90° infrared stereo vision system. From the experimental results, the targets in different depths and
large —airspace scene were located successfully. The depth error increases smoothly with increasing target
depth, and it reached 1.32 m in the depth of 30 m. The error variation of 3D location model matched
well with the results of depth precision model, and the whole error was obviously less than that of
similar stereo vision model. The advantages of the proposed model is that the 3D coordinates of space
target can be obtained directly without correcting the non-—similar distorted images, and it contributes to
enriching and improving the theory of stereo vision, and will help to spread the application of non—
similar imaging theory in the fields of large—airspace situation awareness, target detection and so on.
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0 Introduction

As one of the important branches in computer
vision systems, the binocular stereo vision can
directly imitate the human eye and human visual
perception, and has been widely used in industrial
inspection', virtual reality ", position detection®,
vision navigation™, 3D non-contact measure™ and
so on. However, the study object of current stereo
vision focuses on the binocular camera satisfying
the law of similar imaging mostly, and it only
provides a limited field of view (FOV) which is
hard to meet the needs of wide —area vision
navigation, space location and 3D reconstruction.
To generate larger —airspace stereo video, the
multi —camera mechanism is adopted in Refs. [6]
and [7], and the omnidirectional vision is obtained.
The multi —camera vision is relatively easy to
realize and has been used in surrounding detection™,
but it is difficult to generate stereo vision for the
same larger —airspace scene. The appearance of
non-similar wide—angle camera can solve well the
problem of smaller FOV of similar camera, and it
is reported that the binocular non-similar camera
has been used as obstacle avoidance system to
perceive real-timely large—space forward-looking
scene both in American Mars rover " and China’s
"Hade Rabbit" lunar rover "°. It is clear that the
non —similar stereo vision will advantage the
large —airspace, real—time situation awareness and
obstacle avoidance, and the accuracy of 3D target
location is important to above applications. In
Refs.[11] and [12], the non—similar fisheye stereo
cameras are mounted on the car and UAV for
obstacle avoidance, but the distortion correction is
done before locating the obstacle, and the pinhole
location model is used to obtain the obstacle

influence the real —time

Thus, by

depth, which may

efficiency and location accuracy.

introducing the non —simil ar imaging theory into

the stereo vision research, the non-similar stereo
vision model including the 3D location model and
depth precision model will be established without
dedistortion process, and the proposed model will
contrast

be verified by carrying out the

experiment.

1 Theoretical model

1.1 3D location model

In a variety of non-similar imaging theories,
the equidistant projection is considered to be the
most popular whose

imaging way, imaging

formula satisfies™:

y'=fo (1)
Where y' is the imaging height; f is the focal
length of optical system; w is the half—field angle
of the incident ray.

Based on the equidistant imaging principle,
the framework of non —similar stereo vision is
constructed (see Fig.1), and it consists of left and
right vision units. In each vision unit, O represents
the camera optical center, o represents the image
center, OXYZ represents the camera coordinate
system, o,uv represents the image coordinate
system, oxy represents the image—plane coordinate
system, OuXyYyZy represents the world space
coordinate system, and the image—plane coordinate
axes ox and oy are in parallel with the camera
coordinate axes OX and OY. B represents the
baseline distance between two vision units, and
the subscripts of L, R represent the affiliations of
each symbol in the left and right coordinate
system.

The operating principle of non—similar stereo
vision is described as follows. Firstly, the space
target P(XwYwZy) in the world space system is
mapped at the equivalent lens surfaces of left

and right vision units, and the mapping points

are P, (w,, ¢,) and P,(w,, ¢,) in the coordinate

systems of O, X,Y,Z, and OgXyYyZ;, respectively.
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Fig.1 Framework of non—similar stereo vision
Secondly, the spherical points P, and P , are deduced, which is:
. . . Xy +x, 1y
projected at the 2D image plane according to the XW=M£
.. . . . ‘xR/yR_'xL/yL 2
non —similar imaging relation of Eq. (1), and the .
corresponding image—plane points are p, (x,, y,) and szR/yR —x, Iy, (4)
Pr (X, ¥,) in the coordinate systems of o,x,y, and 2
Thirdly, calculate the 3D coordi f Zy= Selel L_____p
0, X,V,. 1r , calculate the coordinates o W 3 2
w2 Y (xR/yR_xL/yL)tan( Xp Vg /f)

space point P by using non —similar imaging
theory.
In Fig.1, the angles w,, w,, ¢, and ¢, satisfy:

L2 2
X, ~B/2
tanw, = Xy 7 ) +Y,
w
(X, ~B/2 ) +Y
tanw, =" - 2)
w
Ve Y,
t ===
MOL= X, B2
Vi Y,
t === "
M= TX, —BI2

By utilizing Eq.(1), the image—plane coordinates
of (x,, y,) and (x,, y,) can be expressed as:

X, =fw,cosp, y,=fw,sing,

. (3)
Xy=fw,cos@, y,=fw,sing,
By combining Eq.(2) and Eq.(3), the 3D

location model of non-similar stereo vision can be

The equidistant projection of Eq.(1) describes
the non —similar relationship between the object
and its image, and the bigger the FOV is, the
more serious the imaging distortion is. In the
above derivation, the 3D location model of non-—
similar stereo vision is deduced from the non -
similar imaging equation of Eq. (1), and the
distortion characteristic is considered in Eq. (4).
Thus, there is no need to worry about the problem
of distortion correction.

1.2 Depth precision model

In Eq.(4), Zy is the target depth, and it is
relatively easy to obtain in the experiment. The
depth precision can be used to analyze the model
precision of Eq.(4). For a target with the same
height Y, equal to that of non —similar stereo
vision the depth Zy can be

system, target

0825003-3



bk T2

% 8 M

www.irla.cn

% A48 %

expressed as:

B
Z = < 5 { 5 b \
tan (\ x4y, /f |=tan(\/x; +y, /]
Here, the expression of tan (\/x2+yi /f) -
tan (ij+yj /f) is defined as the non —similar

disparity, and it can be seen that: the target depth

()

is inversely proportional to the non -similar
disparity, but varies nonlinearly along with the
image —plane coordinates. From Eq.(5), the target
depth is a synthetic function about the image —
plane coordinates, the imaging focal length and
baseline distance, and it can be written as
Zy=F(X,,X,,Y,.Y, B, ) (6)
depth precision can be

Thus, the target

derived from Eq.(3), which is:

az,=\ 3 (9] ™)

Where, i=X, .X,.,Y,.Y,, stands for the influence

factor of each error; %—F is the error transfer
i

function. Thus, four error transfer functions can be

deduced by differential operation, which are:

8ZW .
, PE)
W (tan V 2V 4y,
f /
_1
, 2+ 2 y (xz +)2) 2
X, Ty YL )
sec L-L . L L (8)
f f
c')ZW .
0x A / 1 [z 2
’ (tan R )R x}+yL
_1
s z+ X (x2+yz) 2
Xty L\ L
sec 9)
f f
ym _ B
dy / 2 2 PRE)
T an Ve g VY,
_1
s z+ 2 y (xz +\2) 2
X TVg R\ XpTYVr
sec . (10)
f f

0Z

w .
9 2 2
2 tan Va, * B _n VA,
f
_L
[2 2 2 2 2
S802 xR +yR . XR ('XR +yR ) (11)

f f
Inserting Eqs.(8)—(11) into Eq.(7), the target

depth precision can be obtained, which is:
( 9z,

AZ, =k (GZ (BZW
ax, | +‘ X, A

Where, k is a subpixel correction coefficient (0<

(“ IZ,
ay, |

(12)

k=<1), and it is determined by the target localization

accuracy.

2 Experiment and analysis

The experiment is carried out by utilizing a
non —similar infrared stereo vision system whose
horizontal, vertical and diagonal FOVs are 115°,

90° and 145°, respectively, as shown in Fig.2.

Fig.2 Non-similar stereo vision system in the experiment

The SIFT descriptor is one of the most
successful and popular local image descriptor ™,
and thus the SIFT descriptor is improved to match
the feature points of binocular images by inducing
the non—similar distortion feature. Fig.3 gives the
matching effect of binocular images, and the

matching ratio can reach 96.2% through multiple

Fig.3 Stereo matching effect by improved SIFT algorithm
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image matching verification. It illustrates the
improved SIFT algorithm has a better applicability
for non—similar infrared image.

Taking the person as the cooperative target,

the target scenes are captured, and the targets of

(a) Left image

(b)RIghtimuu

(g) Left image () Right image

different depths(i.e. 5, 9, 10, 15, 16, 20, 30 m) are
marked with rectangle boxes, as shown in Fig.4.
In Fig.4, the left column images and middle
column images are obtained by the left and right

vision units, respectively, and the right column

(c) Disparity map

(f) Disparity map

(i) Disparity map

(1) Disparity map

Fig.4 Captured target images in different target depths

images are the corresponding disparity maps.

In order to analyze the disparity more
intuitively, the relative disparity curve of non -
similar stereo vision is plotted from Fig.4, as
shown in Fig.5, and it describes the relationship

between the disparity and FOV. It can be seen:

the disparity varying with the half-field angle w is
obviously different with the constant disparity of
common similar stereo vision; the non —similar
disparity curve changes smoothly when the full
FOV 2w is less than 30°,
sharply in the interval of 30°<2w <55°,

the curve declines

and then
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the curve declines slowly in the interval of 55°< is usually expressed as™:

2w <120°; the disparity value of edge field is Z,= f B (13)
X, —X

about 20% of central field which results from the

non-similar compressive imaging.

1.0 e
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‘3 * Actual data
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o
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Fig.5 Relative disparity curve vs FOV

Using the improved SIFT algorithm to extract
image—plane coordinates of targets, the coordinate
pairs (x,, y,) and (x,, y,) of the same targets are
obtained and inserted into Eq.(4), and then the 3D
coordinates of target are calculated, as shown in
Fig.6. In Fig.6, the 3D coordinates of space
targets are displayed, and the multiple matching
points of same target are marked with ellipse box
while the mean depth is given around the ellipse
box. It can be seen that the seven targets in

different space positions are located successfully.

Coordinate/m

te/m

orizontal

H

-3, s 1o 15 20 25 30
Target depth/m

Fig.6 Target 3D coordinates calculated by proposed model

Since the target depths in the experiment are
known, the results can be verified by comparing
the calculated target depth with the actual target
depth. Meanwhile, the similar stereo vision model
can be used to calculate the target depth in order
to further check the effect of the proposed model.

In the similar stereo vision model, the target depth

L R

By applying the coordinates of matching
points in Fig.3 into Eq.(5) and Eq.(12), the target
depths of two models are calculated, as shown in
Fig.7. The depth error curves which are derived
from 3D location model of Eq. (4), traditional
model of Eq.(13) and depth precision model of

Eq.(12), are displayed in Fig.8.

30| ©-Ideal target depth
- Target depth of proposed model
-o-Target depth of traditional model

25

20+

Calculated target depth/m

5 10 15 20 25 30
Actual target depth/m

Fig.7 Curves of calculated target depths

25

—+Ideal target depth
-o-Target depth of proposed model
2.0 }— Target depth of traditional model -

£ P
pS R ¥
5 1.5t -\ ¥ 4
£
[}
2 1.0}
Q
(=)
0.5¢ -
0 1 1 1 1
5 10 15 20 25 30

Actual target depth/m

Fig.8 Error curves of calculated target depths

It can be seen from Fig.7 and Fig.8 that:

(1) The results of the non —similar stereo
vision are closer to the actual values compared
with that of the similar stereo vision, and the
depth error of the proposed 3D location model is
obviously less than that of the traditional similar
model.

(2) The depth error from proposed model is
basically less than 1.5 m within the target depth
of 30 m, and is around 42.3% of the error from
Eq.(13). In addition, the absolute value of depth

error increases monotonically with the increasing
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of the target depth, which satisfies the error law
of stereo vision.

(3) The actual depth error of non —similar
stereo vision model matches well with the results
from the depth precision model of Eq.(12), and this

verifies the correctness of proposed models again.
3 Conclusion

The concept of non —similar stereo vision is
presented by introducing the equidistant projection
theory into large —airspace stereo vision research,
and the 3D location model and depth precision
established. Through

experiment, the 3D

model are carrying out

contrast coordinates of

cooperative targets are obtained with a higher
accuracy, and the location error is less than 1.5 m
in 30 m depth, which is far less than that obtained
from similar stereo vision model, and the error
curve fits well with the results of depth precision
model. The non—similar stereo vision can not only
obtain larger airspace, but also locate the position
of space target with a passive way. This research

on non -similar stereo vision can enrich and

improve the theory of stereo vision, and will help
to expand the application of non-similar imaging
theory in stereo vision fields, such as intelligent

transportation, automatic driving, augmented

reality, military reconnaissance and so on.
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